MLP Neural Network to improve Digital Watermark detection in gray scale images
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Abstract. Image watermarking has today a growing success in the community of image processing. Many methods were already proposed making it possible to obtain increasingly more powerful algorithms in spatial and frequency domain. Most of the spatial watermarking schemes are based on the image decomposition into a grid of blocks, in order to insert a sequence of bits (message). To reach good performances, content-based watermarking schemes aim to use feature points to link the mark with the content of the image [8]. The detection step of all these methods perform a thresholding operation on the correlation function, computed with respect to the block to be processed and the mark or the estimated mark using Wiener filtering method [14]. It’s a hard task to fix the threshold value to be used in this step and any improvement here can enhance performances of the global scheme.

In this paper we look for a suitable alternative to perform this task easily and to improve the detection step by using artificial neural networks. In fact, a training phase is performed using a MLP neural network that can be feed by an image block and gives a float value as an output that we can use to take a decision about the presence of the mark. Although, the training phase is time consuming, it’s performed separately. This method gives good results even when mark estimation using Wiener filtering isn’t used.
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1 Introduction

The watermarking was introduced at the beginning of the years 90, as a complementary safety mechanism to data encoding. This second defense line has gained increasingly the interest of content distribution systems, like control and follow-up of copies [18] [10]. The inserted mark is only known by the owner (identification problem) or by the diffuser (follow-up problem), its characteristics are unique and depend on keys supplied by the owner. In this paper, we aim to explore the huge potential of neural networks by integrating them on the detection scheme of the watermarking algorithms. This method is applied using an uniform decomposition of the image. In the next section we present image watermarking techniques in the spatial domain, give principles behind the embedding and the detection schemes and present the problem to be solved. The MLP neural network model used in the detection step is discussed in the third section. Implementation and results are presented in the last section.

2 The proposed approach and related works

Digital image watermarking consists in embedding imperceptibly and indelibly a signature into an image. In fact, a good watermarking algorithm should have two main qualities: the first one is the invisibility of the inserted signature, while the second consists in the robustness of the algorithm against attacks [19]. Thus, the researcher’s objective in this domain is to design new watermarking approaches that could achieve a good compromise between the imperceptibility and robustness. To reach this objective multiple watermarking methods
have been proposed both in spatial and frequency domain, where each one has some advantages and disadvantages [21] [17] [25] [24] [16] [12]. The next subsections present the standard embedding and the detection schemes and dresses the problem to be solved by our approach.

2.1 Standard embedding and detection in spatial domain

Most of the insertion schemes in spatial domain are based on a decomposition of the image to a grid of similar and square sized blocks, in order to allow the insertion of several information bits (One information bit by block) [26]. Firstly, the mark $R_w$ is generated using a random sequence generator. The mark is zero mean and can take values in $\{ -1,1 \}$. Then, we decompose the image to have an uniform tessellation, a grid of disjoint squares: $R = \{ R_i, 0 \leq i < N \}$. These squares are processed sequentially to insert bits of the message, let $M$ be the number of bits of the message. Message embedding is done by inserting the mark (bit 1) or the inverse of the mark (bit 0) inside each square of the tessellation. Let $R_p$ be the result of the multiplication of $R_w$ by a psychovisual ponderation [27], which depends on the processed block $R_i$, see figure 1. The marked block $R_s$ is obtained by the following equation $R_s = R_i + R_p$. The marked image is finally obtained by replacing the first $\min(N, M)$ blocks of the grid by there corresponding marked ones.

In the detection step $R_w$ is generated from a random sequence depending on a secret key (the same key as in the embedding scheme). A grid of squared blocks: $R = \{ R_i, 0 \leq i < N \}$, similar to the embedding step, is generated. The presence or the absence of the mark must be decided by processing blocks of the grid sequentially, see figure 2.

![Figure 1: Message embedding scheme](image1.png)

![Figure 2: Message detection scheme](image2.png)

$R_i$ and $R_w$ are used to perform statistical prediction using Wiener method to eliminate components provided by the original image to compute the estimated mark $\hat{R}_w$. In fact, Wiener prediction can be considered as a denoising operation that allows separation of the image components from the mark ones [14]. A global decision is obtained by computing the correlation function:

$$\langle R_w, \hat{R}_w \rangle = \sum_{i,j} R_w(i,j) \times \hat{R}_w(i,j)$$

if the absolute value of the result is greater than an experimentally fixed threshold, then the mark is present in the processed block. It’s a hard task to fix experimentally this threshold value that can be different, depending on image blocks homogeneity.

2.2 Content based Watermarking

Other works use decomposition schemes based on a Delaunay triangulation combined with image content. For mark embedding, we must first extract feature points from the image and perform Delaunay tessellation, based on these points, to decompose the image...
into a set of disjoint triangles. The set of triangles is then processed to insert the mark using a classical additive scheme. This operation requires applying affine transformations to the original mark in order to have a mark that is identical geometrically to each processed triangle. The mark detection is based on the same image content analysis, discussed above and uses the correlation function of different triangles with the transformed mark. As the reference mark triangle must be transformed to fit with each triangle of the decomposition. Firstly, this operation doesn’t preserve angles. Secondly, the mark will not have zero mean, which is a very interesting property in the detection step that is based on correlation computing. We proposed in a recent work a new hierarchical method using rectangular decomposition to fix the problem by avoiding the use of triangular tessellation. In fact, we used Harris feature points detector, in order to get a content based image description and generate a set of adjacent rectangles. In fact, feature points are used to guide the decomposition. Each rectangle is combined with the rectangular mark, computed by transforming a square reference mark, in order to compute the marked rectangle [2].

We have also proposed in recent works a decomposition based on QuadTree technique [3] [1]. In fact, the image is decomposed in a set of blocks of various sizes with a big degree of similarity. Indeed, the QuadTree structure is relatively adapted to image content representation, where an image having numerous small blocks of identical pixels will be represented by a relatively minimalist tree. As block sizes are not the same, the number of bits inserted in each block depends on block dimensions. In fact, largest blocks can contain more than one bit, one bit by layer, as proposed by CDMA approach [26]. Our approach uses a scalar coefficient that depends on blocks homogeneity, to perform the psycho-visual watermark ponderation and avoid computing this coefficient locally for each pixel, which is very time consuming.

### 2.3 The problem to be solved

All schemes discussed above use a thresholding operation based on the correlation function to determine the presence of the mark in the detection step. In fact, the correlation computing is performed with respect to the block to be processed and the mark or the estimated mark using Wiener filtering method [14]. A statistical model which aims digital watermark detection and blind threshold computing is proposed in [13], this model uses pre-processing tools such as pre-detection filtering and geometrical distortions compensation. It’s a hard task to fix the threshold value to be used in the detection step. This paper aims to use MLP neural networks to perform supervised blocks classification in order to improve performances in the detection step. In fact, a supervised learning function based on MLP (Multi-Layer Perceptron) neural network is introduced. The training data consist of a column version of image blocks. As this kind of networks involves supervised learning, we must associate a label, target class, to each block. To fix the target output, a real value in our case, for each block, a label is associated to each block as follow : 1 if bit 1 was inserted; -1 if bit 0 is inserted and 0 if no bit is inserted.

The computing world has a lot to gain from neural networks. Their ability to learn by example makes them very flexible and powerful. Furthermore we don’t need an algorithm to perform a specific task; i.e. there is no need to understand the internal mechanisms of the process under study. In fact, we must just build data samples using vector version of image blocks to perform the training phase. Neural networks are also very well suited for real time systems because of their fast response and computational time which are due to their parallel architecture.

### 3 Mark detection using neural networks

An Artificial Neural Network (ANN) is an information processing paradigm that is inspired by the way biological nervous systems, such as the brain, process information. The key element of this paradigm is the new structure of the information processing system. It is composed of a large number of highly interconnected processing elements (neurons) working in union to solve specific problems. ANNs, like people, learn by example. An ANN is configured for a specific application, such as pattern recognition or data classification, through a learning process. Learning in biological systems involves adjustments to the synaptic connections that exist between neurons. This is true of ANNs as well.

#### 3.1 Multi-layer perceptron neural network (MLP)

Feed-forward multilayer perceptron (MLP) is applied in many fields due to its powerful and stable learning algorithm [22].

A MLP model contains one or more hidden layers, neurons in the hidden layers must arbitrate between the input and the output of neural network. The input feature vector is feed into the source nodes in the input layer of the neural network at first. The neurons of the input layer constitute the input signals and apply them to neurons of the first hidden layer. The output signals
of the hidden first layer can be used as inputs to the next hidden layer or the output layer, see figure 3. Finally, the output layer products the output results and terminates the neural computing decision.

The backpropagation algorithm is used to fix the MLP network parameters, synaptic weight vectors, where the training process is based on two different steps: the forward step and the backward step. The power of the back-propagation algorithm lies in two main aspects: local for updating the synaptic weights and biases and efficient for computing all the partial derivatives of the cost function with respect to these free parameters [7] [15] [11]. The weight-update rule in back-propagation algorithm is defined as follows:

$$\Delta w_{ji}(n) = \alpha \delta_j x_i + \eta \Delta w_{ji}(n-1) \quad (2)$$

where $\Delta w_{ji}(n)$ is the weight update performed during the $n^{th}$ iteration to the connection that join node $i$ and node $j$, $\alpha$ is a positive constant called learning rate, $\delta_j$ is the error term associated with node $j$, $x_i$ is the state of the input node $i$ and $0 \leq \eta < 1$ is a constant called the momentum. To be conform to the Kolmogorov theorem [20], an MLP neural network must have two hidden layers of neurons, the first layer perform linear separation in the parameter space, the second layer performs convex regions and the output layer gives a decision related to regions with an arbitrary shape. The network was tested in many applications [4] [6] [5].

The training set must be large enough and suitably chosen with the same number of examples of each class to reach good performances. To optimize our network training procedure and reach a best generalization, we use training data and testing data that are drawn randomly from the same data set, same image. A sub-set of the training data that we do not train the network on, the validation data set, is used to estimate what the performance after each training epoch, when all the training data samples are presented to the network. This approach is called the hold out method [23] and is best to provide the best generalization to the testing set.

### 3.2 How to learn the mark presence using MLP neural network

In our approach, we aim to use MLP neural network to detect the mark in an image block. To reach this goal we must first work out the training data samples. As, this network uses supervised learning the target values: -1, 1 or 0 correspond for each sample vector, column version of a block, to a block that contain respectively bit 0, bit 1 or no bit. In fact, after decomposing the test image, for each block we add the mark to insert the bit 1 or the opposite of the mark to insert the bit 0. Samples of these three classes are presented alternatively to the network to perform the training phase. To do this, the back-propagation learning algorithm is executed with respect to the set of sample blocks, randomly extracted from the image. As the output layer of the network contains one neurone that take real values in the interval $] -1, 1 [$ (output of tangent sigmoid function) [9]. The neural network learns the training data structures by adjusting the synaptic weight of neurons according to the error occurred on the output layer. After a successful training phase that is guaranteed by the convergence of the algorithm, optimal synaptic weights are fixed.

The resulted MLP neural network can be used to predict the presence of the mark with blocks that doesn’t belong to the training data. In fact, bit 1 is detected when the network output is higher than a threshold $1 > T > 0$, bit 0 is detected if this output is lower than $-T$ and not bit of information is detected when the output belong to the interval $] -T, T [$.

### 4 Simulations and results

To prove our approach capabilities, we make a comparison against correlation computing method, by using the rate of the correct detection as a criteria. The training phase is performed with $\alpha = 0.01$ and $\eta = 0.9$. 300 samples, $16 \times 16$ blocks randomly extracted from a $512 \times 512$ gray scale image (Lena), are used to from the training data set. First and second hidden layers of the MLP network are used with different number of neurons. Experiments are performed with three architectures : 256-9-6-1, 256-6-4-1 and 256-3-2-1. Neurons of all architectures have tangent sigmoid as activation function. Figure 4 shows the convergence of the algorithm after 100 iterations.
We can see that the convergence is reached for the three architectures; we can also observe good performances for the networks that have more hidden neurons. The following table gives performances of the obtained networks against correlation computing method.

<table>
<thead>
<tr>
<th>Correlation based method</th>
<th>Estimated mark based method</th>
</tr>
</thead>
<tbody>
<tr>
<td>256-9-6-1</td>
<td>256-6-4-1</td>
</tr>
<tr>
<td>256-3-2-1</td>
<td></td>
</tr>
<tr>
<td>50.48%</td>
<td>62.89%</td>
</tr>
<tr>
<td>87.50%</td>
<td>79.29%</td>
</tr>
<tr>
<td>36.03%</td>
<td></td>
</tr>
</tbody>
</table>

Note that the threshold used for all the experimented methods is fixed so that the central 20% range of possible values given by the measurement criteria or the network output correspond to the absence of the mark. Let’s T be this threshold, if the value of the used criteria is superior to T the detected bit is 1, if this value is lower than −T the bit detected is 0 in the other case no bit is detected. When using block based correlation criteria T is equal to $S_b \times S_b \times 0.2$. $S_b$ is the block width. $T$ is fixed to 0.2 for all experiments with MLP network.

<table>
<thead>
<tr>
<th>Mark height</th>
<th>Correlation based method(%)</th>
<th>MLP network(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>H = 1</td>
<td>50.3438</td>
<td>86.6211</td>
</tr>
<tr>
<td>H = 2</td>
<td>54.9805</td>
<td>91.3086</td>
</tr>
<tr>
<td>H = 5</td>
<td>70.8008</td>
<td>95.3008</td>
</tr>
</tbody>
</table>

The mark take values in the set $\{-H, H\}$. We can see that when H is higher it becomes easy to detect the mark by the MLP neural network. Even if the network training is time consuming, this step is performed offline and doesn’t belong to the decision computing time. Finally, we can judge that our method based on MLP neural network is largely better than a simple correlation computing.

5 Conclusion

Neural networks have a remarkable ability to derive meaning from complicated or imprecise data and can be used to extract patterns and detect trends that are too complex to be noticed by either humans or other computer techniques. To make the training in supervised mode, it is necessary to generate a training data set in order to drive the network by adjusting the synaptic weights its architecture. In our case input vectors are constituted from vector version of image blocks. Blocks are categorized to three classes : ones that contain the mark, others that contain the negative of the mark and those that are not marked. The network can learn from image blocks the structure of the mark and can be used to take a decision with not seen blocks usually used to detect the presence of the mark in image watermarking schemes in spatial domain. Neural networks are very useful when computational time is required, especially in video processing. We aim, in future works, to use other neural network models for the same purposes and to extend and adapt the proposed approach to video watermarking.
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